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Understanding the neurobiological mechanisms underlying consciousness remains a 
significant challenge. Recent evidence suggests that the coupling between distal–apical 
and basal–somatic dendrites in thick-tufted layer 5 pyramidal neurons (L5PN), reg-
ulated by the nonspecific-projecting thalamus, is crucial for consciousness. Yet, it is 
uncertain whether this thalamocortical mechanism can support emergent signatures of 
consciousness, such as integrated information. To address this question, we constructed 
a biophysical network of dual-compartment thick-tufted L5PN, with dendrosomatic 
coupling controlled by thalamic inputs. Our findings demonstrate that integrated infor-
mation is maximized when nonspecific thalamic inputs drive the system into a regime of 
time-varying synchronous bursting. Here, the system exhibits variable spiking dynam-
ics with broad pairwise correlations, supporting the enhanced integrated information. 
Further, the observed peak in integrated information aligns with criticality signatures 
and empirically observed layer 5 pyramidal bursting rates. These results suggest that 
the thalamocortical core of the mammalian brain may be evolutionarily configured to 
optimize effective information processing, providing a potential neuronal mechanism 
that integrates microscale theories with macroscale signatures of consciousness.

integrated information | dendrites | biophysical network | synchronous bursting |  
nonspecific thalamus

Multiple leading theories of consciousness, including global neuronal workspace theory 
and integrated information theory, implicate the integration of corticocortical and thalam-
ocortical systems in conscious awareness (1–3). Although these theories differ on critical 
anatomical areas for awareness, both agree that conscious awareness is supported by neural 
activity with high informational capacity. This process is highly dynamic changing across 
states of arousal (e.g., anesthesia and wake), and it has been linked to a critical process 
controllably emerging near a phase transitions critical point (4–6). Neurobiologically, this 
information processing is thought to involve the integration of separate information 
streams across a broad thalamocortical network that includes both specific (a.k.a. “core” 
or “first-order”; Fig. 1A, blue) and nonspecific thalamocortical circuits (a.k.a. “matrix” or 
“higher-order”; Fig. 1A) (1, 2, 7–15). To date, these hypotheses remain primarily 
theoretical.

Most evidence informing current theories of consciousness comes from noninvasive 
whole-brain neuroimaging techniques. Numerous macroscopic measures have been pro-
posed to signify alterations in conscious awareness (7) that quantify combinations of 
integration and information. A prominent measure is Φ, which quantifies the information 
that is integrated by the complex interactions within the components of the system (16)—
i.e., the extent that the whole is greater than the set of its parts (17). Φ has been related 
to different states of consciousness in macroscale electrophysiological recordings (16). 
Despite theoretical import, the underlying neuronal processes that support consciousness 
are not directly measurable at the macroscopic scale, and as such, we lack a mechanistic 
understanding of the neuronal drivers of these phenomena (1, 7).

The Dendritic Integration Theory (DIT) (18, 19) of consciousness bridges the gap 
between systems-level theories and neurobiological mechanisms. Using insights from 
microscopic neurobiology, DIT proposes that conscious awareness depends on the func-
tional integration of diverse streams of cortical and subcortical information that impinge 
at differential regions of thick-tufted layer 5 pyramidal neurons (L5PN) dendrites (Fig. 1B) 
(18). L5PN possess a long apical trunk that physically and electrotonically separates the 
distal regions of the apical dendrites from the proximal-somatic dendrites (basal) (20, 21). 
These cells reside at a critical nexus of information flow in the cerebral cortex, as basal 
dendritic input reflects exogenous sensory-driven feedforward activity, whereas apical 
input reflects endogenous higher-cortical contextual feedback activity. Remarkably, L5PN 
can display nonlinear sequences of action-potentials (“spikes”). The apical dendrites can 
generate a calcium spike that if exceeding the apical–basal electrotonic separation and 
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coincident with somatic sodium spikes (Fig. 1C, green) can tran-
sition into high-frequency spiking (“bursting”; Fig. 1C, orange). 
As such, L5PN bursting can signal and amplify the communication 
of the match between feedforward and feedback activity (22). 
Importantly, L5PN bursting has been linked to changes in the state 
[i.e., anesthesia prevents L5PN bursting (23)] and contents [i.e., 
L5PN bursting is concomitant with perceived stimuli (24)] of 
consciousness.

The thalamus is a pivotal structure in many theories of con-
sciousness (3, 12, 18, 25, 26) and plays a crucial role in linking 
the apical and basal compartments of thick-tufted L5PN. 
Specifically, recent empirical evidence has demonstrated that non-
specific thalamocortical input targets the oblique dendrites along 
the apical trunk of L5PN (Fig. 1B, red arrow) and, in turn, gates 
dendrosomatic coupling via the activation of metabotropic glu-
tamate receptors (23, 27, 28). In this experiment, input into the 
apical dendrites of L5PN capable of eliciting somatic bursting was 
suppressed with anesthesia and the inactivation of the nonspecific 
thalamus (Fig. 1 C, Right) (23). The nonspecific thalamus broadly 
projects to the cortex, unlike specific thalamocortical input to the 
granular layers with precise projections along sensory pathways 
(15, 25, 29). Furthermore, electrical stimulation of the nonspecific 
thalamus restores consciousness in anesthetized primates (30, 31). 
Based on these empirical results, we hypothesize that the dendro-
somatic coupling between apical and basal compartments of L5PN 
mediated by the nonspecific thalamus in a network of neurons 
effectively increases integrated information and the capacity to 
support conscious awareness (18).

The testing of this hypothesis has thus far been empirically 
prohibitive. Technological challenges currently limit our ability 
to precisely record a substantial number of thick-tufted L5PN. 
Testing this hypothesis requires precise recordings from the apical 
and basal dendrites and nonspecific thalamus. In previous work, 
we have argued that computational modeling is ideally placed  
to solve this problem and navigate between macroscopic and 

microscopic scales (32). Perhaps unsurprisingly, appropriately 
capturing the complexity of the nonlinear spiking of L5PN is a 
nontrivial problem (20, 33). Existing L5PN models capture numer-
ous features of their inherent complexity and, in turn, output 
realistic spiking properties that match the system’s critical features 
(33, 34). However, these models contain a multitude of differential 
equations that ultimately limit their capacity to isolate factors and 
simulate large-scale networks and thus extrapolate from micro-
scopic features to macroscopic principles.

Results

We created a biophysical model (N × N network of Izhikevich 
neurons on a torus N = 70; see Methods) that isolated the role of 
the oblique dendritic thalamocortical nexus between the apical 
and basal dendrites of thick-tufted L5PN. Specifically, we created 
a model of L5PN with asynchronous regular spiking when driven 
by the basal dendrites (35) that could transition into a biophysi-
cally matched unique high-frequency spiking (bursting) mode 
dependent on coincident apical dendritic activity exceeding the 
dendrosomatic coupling (β) gated by thalamocortical inputs 
(Fig. 1D). β is normalized to map directly to the bursting ratio 
– i.e., when β = 0 all action potentials are low-frequency spikes 
(Fig. 1 E, Bottom row) and when β = 1 all spikes are high-frequency 
bursts (Fig. 1 E, Top-row). Inputs to the apical and basal compart-
ments were modeled as white noise, approximating a barrage of 
desynchronized postsynaptic potentials (36, 37), and the network 
is poised in a balanced excitatory/inhibitory regime. Bursting 
increases the likelihood of neuronal “ensembles” (correlated neu-
ronal coactivation patterns) within the network via an enhance-
ment of neuronal coupling, as an afferent burst is far more likely 
to elicit an efferent action potential than an afferent spike. 
Ensembles are detected by contrasting the correlation in sequential 
spiking patterns (Methods). The ensemble consistency transitions 
from predominantly asynchronous activity (i.e., no coordinated 
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Fig. 1. Connecting macroscopic measures of consciousness with microscale computational modeling. (A) Many theories and empirical findings agree that 
conscious awareness is supported by thalamocortical and corticocortical interactions producing integrated neuronal activity with a large informational capacity 
at the whole-brain scale. This interaction has been linked with the broadly projecting nonspecific thalamus (red) and not the targeted projections of the 
specific thalamus (blue); (B) Thick-tufted layer 5 pyramidal neurons (L5PN) possess two dendritic compartments, the supragranular distal apical dendrites, 
which predominantly receive corticocortical feedback, and the infragranular proximal somatic dendrites (basal), which predominantly receive corticocortical 
feedforward and specific thalamocortical input. The oblique dendrites along the apical trunk targeted by the nonspecific thalamus (red arrow) control the 
dendrosomatic coupling between the apical and basal compartments. (C) Basal dendritic drive leads to regular spiking (green; Left), and when dendrosomatic 
coupled, coincident apical drive and somatic sodium spikes can transition the cell into high-frequency bursting (orange; Middle). (Right) However, when the apical 
and basal dendrites are decoupled (e.g., under anesthesia), even with basal and apical input the cell does not transition from spiking to bursting. (D) We created a 
network of L5PN modeled as two separate dendritic compartments (apical and basal) that were coupled via dendrosomatic coupling term (β–purple) that received 
thalamocortical input with a spatiotemporal specificity (σ–navy). (E) Changing these parameters leads to qualitatively different spike (green) and burst (yellow) 
dynamical regimes in simulations with identical somatic drive. (F) The coincidence of sequential activity states (i.e., coactive “ensembles” of neurons) similarly 
varied across the parameter regime. Here, long-lasting ensembles of neurons possess a large Pearson correlation (r) and vice versa for short-lived ensembles.
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ensembles; Fig. 1 F, Bottom row) to repeatedly correlated patterns 
(Fig. 1 F, Top row; P < 10–16 Two-sample Kolmogorov–Smirnov 
test). Our model of L5PN captures the critical feature of their 
functional neuroanatomy—namely, empirically matched burst-
firing dependent on apical input, dendrosomatic coupling, and 
coincident somatic spiking (32, 38).

Synchronous Bursting Via the Nonspecific Thalamus Maximizes 
Integrated Information. With the network of Izhikevich neurons 
capable of biophysically matched L5PN spiking and bursting 
(39), we asked whether increasing dendrosomatic coupling in a 
population of reciprocally connected L5PN would trigger network-
wide increases in integrated information (i.e., Φ). Φ is an attempt 
to quantify the increase in information generated by a system as 
a whole above and beyond its parts.

Due to the computational challenges associated with directly 
calculating Φ, we subsampled neuronal activity in our model (169 
neurons per subsampling repeated 100 times; see Methods for 
calculation) and calculated Φ* (utilizing mismatched decoding as 
a measure of integrated information (Fig. 2A) (16)) on the neu-
ronal firing rate. The state X t   is defined as the spikes binned into 
1 ms nonoverlapping windows. Φ* quantifies how well the past 
state ( X t−�   ) of a system can be predicted from the current state 
I (X t ;X t−� )   . It contrasts how informative the current state is 
(Fig. 2A, orange), against assuming the parts were independent 
I ∗

(
X t ;X t−�

)
   (Fig. 2A, green) (16). The difference between these 

two measures defines Φ∗ = I
(
X t ;X t−�

)
− I ∗(X t ;X t−� )   , and it 

is the amount of loss of information due to the disconnection 
between two or more variables. Large values of Φ* imply that the 
current state had more integrated information than the sum of its 
(disconnected) parts (16). We present results for the “atomic par-
tition” (Fig. 2A, green), whereby all neurons are assumed to be 
independent, and we present results for a temporal lag of τ = 1 ms 
(i.e., the previous timestep), as Φ* was maximal at this lag (results 
are consistent for lags of τ = 1 to 50 ms).

We found that asynchronously increasing the dendrosomatic 
coupling between apical and basal compartments (via stimulating 
L5PN oblique dendrites) led to a nonmonotonic increase in Φ* 
(Fig. 2B, blue; error-bars are SEM across 50 subsamples). This 
relationship confirms our hypothesis that apical–basal dendroso-
matic coupling can reproduce key correlates of conscious aware-
ness as predicted by DIT.

How might the physical anatomy of thalamocortical projections 
further enhance this dendrosomatic coupling and hence augment 
information integration in the brain? The thalamocortical neurons 
that innervate the oblique dendrites of L5PN in layer 5A of the 
cerebral cortex are nonspecific—i.e., their axons often diverge to 
cover multiple cortical areas (Fig. 1A, red) (23, 25). We wondered 

whether introducing the nonspecific thalamus (29, 40) to coor-
dinate dendrosomatic coupling spatially between reciprocally 
connected L5PN would enhance Φ*. To explore this anatomical 
feature, we introduced dendrosomatic coupling among recipro-
cally connected L5PN via nonspecific thalamocortical inputs (σ; 
Fig. 1D). σ represents the SD of the spatial coordination of 
thalamocortical specificity. For example, σ = 0 neurons are thalam-
ocortically coupled independent of physical connections resulting 
in asynchronous bursts (Fig. 1E, third-row) and intermediately 
persistent neuronal ensembles (Fig. 1F, third-row). Whereas for 
increasing σ up to σ = N, all neurons are simultaneously coupled 
as if driven by highly nonspecific thalamic population, and bursts 
are synchronous (Fig. 1E, second-row). This synchrony results in 
transient ensembles with variance an order of magnitude larger 
than other regimes (variance ~ 0.1; Fig. 1F, second-row). That is 
to say, variable and synchronous (β ∼ 0.5; σ ∼ N) bursting results 
in a blend of short- and long-lived neuronal ensembles.

We observed a nonlinear augmentation of Φ* with maximal 
nonspecific thalamocortical drive (Fig. 2B, red; error bars are SEM 
across 50 subsamples). Specifically, we found that the maximal 
value of Φ* increases with thalamocortical nonspecificity and 
occurs at gradually decreasing dendrosomatic coupling (Fig. 2C). 
The largest Φ* occurs when the synchronous bursts are discrimi-
nable from the regular spiking background (i.e., an admixture of 
bursting atop regular spiking; β ∼ 0.3; Fig. 2B). This result occurs 
as the system returns to asynchronous bursting (spiking) at max-
imal (minimal) dendrosomatic coupling. Only with an admixture 
of bursts and spikes is the emergent integration from the nonspe-
cific thalamus observed. Interestingly, this maximal Φ* coincides 
with burst/spike ratios observed empirically (22). Thus, our results 
demonstrate that the physical structure of nonspecific thalamo-
cortical projections and their dendrosomatic coupling can enhance 
neuronal integrated information.

Underlying Neuronal Dynamics Supporting Maximal Integrated 
Information. We wondered how the underlying neuronal spiking 
supports the increased integrated information. To address this, we 
calculated two standard neuronal measures, each neuron’s average 
firing rate ( �   ) and firing rate pairwise Pearson correlation 

(
r �
)
   , and 

investigated the mean ( ⟨X ⟩   ) and variance ( V (X ) =
�
X 2

�
− ⟨X ⟩2   ). 

We found that mean firing rate, ⟨�⟩   , was uncorrelated with Φ* (r 
= 0.01 & P = 0.9 Pearson correlation and P-value; Fig. 3A). This 
finding is consistent with the minimal effect of anesthesia altering 
direct neuronal firing rate on consciousness (41). Thus, while we 
found a firing rate correlation for asynchronous coupling (Fig. 2B, 
blue), this was mediated by the increased informational capacity 
of faster spiking cells. However, the broad increase in integrated 
information from the nonspecific thalamus offsets this firing rate 

2

4

10.500 0.5 1
0

5

Specific
Nonspecific

β

B C

β

I

A

� �

� ���I(Xt-���Xt) � I (Xt-���Xt)

Fig. 2. Thalamocortically controlled L5PN bursting maximizes integrated information. (A) Φ* was estimated by calculating the mutual information (I, orange) of 
the past state ( X t−�   , orange) given the current state as a whole (Xt, orange and orange dotted lines) and then subtracting the mutual information (I*, green) of 
the past state ( X t−�   , green), assuming all regions were acting independently (Xt, green and green dotted lines). Adapted from ref. 16. Φ* is high when the whole 
state is more predictable than the sum of its parts. (B) Increasing the burst-firing of L5PN by incrementally asynchronously boosting apical–basal dendrosomatic 
coupling caused a monotonic increase in integrated information (Φ*; blue line). Whereas, increasing dendrosomatic coupling synchronously caused a nonmotonic 
divergence in Φ* (red line). Error bars are 1.96 SEM across 100 subsamples. (C) Sweeping the thalamocortical nonspecificity (σ) produced a divergent increase 
in Φ* due to increased synchronous bursting.D
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correlation (Fig. 2B, red). In contrast, we found that the neurons 
displayed a broad variability ( V (� ) ) in neuronal spiking activity, 
with a maximum alignment associated with the same parameter 
combination associated with a peak in Φ* (r = 0.7 & P < 1 × 10–16; 
Fig. 2B). Unsurprisingly, these univariate measures were unaffected 
by σ and changed with β.

We next wondered how pairwise measures were modified by 
nonspecific thalamocortical dendrosomatic coupling. To this end, 
we calculated all neuronal pairwise firing rate Pearson’s correla-
tions and found that the mean 

⟨
r�
⟩
 was small  

(⟨
r 𝜌
⟩
< 0. 15 due 

to the excitatory/inhibitory balanced-state (42)) and strongly 
correlated with Φ* (r = 0.9 & P < 1 × 10–16; Fig. 3C). As the 
network is in a balanced E:I connectivity regime, neuronal activity 
is asynchronous when either only regular spiking ( � ∼ 0 ) or max-
imally bursting ( � ∼ 1 ), and that the increase in correlations via 
synchronous bursting ( � → N  ) is maximal for intermediate cou-
pling. That is to say, the nonspecific thalamocortical mediated 
synchronous bursts are only capable of altering neuronal correla-
tions when the system is not inundated with bursting. Furthermore, 
this maximal peak in integrated information was also reflected in 
a diversity of correlations (r = 0.41 & P < 1 × 10–16; Fig. 3D). 
That is to say, the integrated information is strongly related to an 
increase in neuronal coordination (Fig. 3C), but not pure syn-
chrony reflected by the diverse spiking activity (Fig. 3B) and 
coordination (Fig. 3D).

Integrated Information Aligns with Optimal Signatures of 
Criticality and Communication. Beyond integrated information, 
various other theories of the brain have argued that consciousness 
would be supported by the beneficial properties of being poised 
near the critical point (5, 6). A system poised at a critical point 
displays long-range correlations, a maximal susceptibility to 
external stimuli, a broad variability in coordinated states, and 
information transmission (43, 44)—all of which are putative 
benefits of conscious awareness. Our model, therefore, represents 
a unique opportunity to formally relate these measures to one 
another.

To this end, we calculated three criticality measures (spatial 
correlation decay, susceptibility, and metastability) and a network 
communication measure (communicability). As the model is spa-
tially embedded, we calculated the decay rate of correlations, ξ, 

with distance by fitting an exponential decay r(d ) = e
−

d
�   , with 

spatial distance d (45). The spatial correlation is a signature of 
criticality as at the critical point, the spatial correlation diverges 
(43). We observe evidence of the spatial decay extending beyond 
the range of reciprocal connections at maximal Φ∗   (Fig. 4 A, Left). 
Susceptibility, �� = N

��
�2
S

�
− ⟨�S⟩2

�
   where �S =

1

N

∑
i�i   is the 

population spiking activity order parameter (46). Susceptibility 
characterizes the optimal receptivity to external input (Fig. 4 B, 
Left). Metastability x� = N

��
�2
�
− ⟨�⟩2

�
   where � =

1

N

∑
i e
i�i   is 

the phase alignment order parameter between each neuron (θi 
estimated from the firing rate using the Hilbert transform), which 
ranges between zero (when the phases of each neuron’s firing rate 
are uniformly distributed) and one (when all neurons are in phase). 
Metastability captures the temporal variability of neuronal ensem-
bles activity coherence (Fig. 4 C, Left) (47). Finally, communica-
bility, C =

1

N 2

∑
i,j e

Wi,j ,   where Wi,j   is the normalized weighted 
connectivity matrix estimated using the functional connectivity 
Wi,j = ri,j ∕

�√
ri
√
rj

�
   from the neuronal pairwise correlation 

matrix ri,j   and the neuron strength 
√
ri =

∑
j ri,j   . Communicability 

quantifies the communication across a functional neuronal net-
work via diffusive broadcasting (i.e., communication follows all 
possible paths between neurons; Fig. 4 C, Left) (48, 49).

Consistent with the deep links between criticality, information 
processing, and consciousness (5), all four measures were tightly 
correlated with Φ* (Fig. 4 A–D, Right). Spatial correlation decay (r 
= 0.85 & P < 1 × 10–16; Fig. 4 A, Right) and system susceptibility (r 
= 0.91 & P < 1 × 10–16; Fig. 4 B, right) strongly align to Φ*, whereas 
metastability is maximized at a slightly higher dendrosomatic cou-
pling (r = 0.76 & P < 1 × 10–16; Fig. 4 C, Right), indicating that Φ* 
is peaked in a slightly subcritical synchronous regime (50). Further, 
we found that maximal C strongly aligns with the peak in Φ* (r = 
0.9 & P < 1 × 10–16; Fig. 4 D, Right), suggesting that maximal 
integrated information is supported by optimal neuronal commu-
nicability via transient nonspecific thalamocortical coupling 
(low-intermediate β and high σ). That is to say, the nonspecific 
thalamus can constrain the higher-order network connectivity and 
receptivity to stimuli. These signatures are maximized at nonspecific 
low–intermediate dendrosomatic coupling, again consistent with 
the observed increase in Φ* and leading theories of consciousness 
(19, 28, 51). Finally, we found that integrated information is signif-
icantly explained by increases in signal susceptibility and commu-
nicability (both explained variance > 80%).
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Fig. 3. The role of neuronal spiking dynamics and coordination in the augmentation of information integration. The neuronal firing rate distribution mean 
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Discussion

These results of our biophysical model suggest a plausible imple-
mentation for conscious awareness in the mammalian brain—
namely, the nonspecific thalamic gated dendrosomatic coupling 
of thick-tufted L5PN (Fig. 1). The coordination of the three den-
dritic regions—somatic, apical, and oblique dendrites—within 
networks of L5PN was sufficient to mediate an increase in inte-
grated information Φ* (16) (Fig. 2). The maximal observed Φ* 
occurred with a synchronous coupling that maximized pairwise 
neuronal correlations and neuronal firing rate diversity (Fig. 3). 
Further, this regime supports optimal signatures of criticality and 
communication due to patterns of spatiotemporally coordinated 
burst firing (Fig. 4). These theoretical results reconcile disparate 
empirical findings, such as anesthetic decoupling of the apical and 
basal dendrites of L5PN (18) and the recovery of awake behavior 
following stimulation of nonspecific thalamus (30, 31), and fur-
ther lead to testable predictions for changes in neuronal spiking 
properties and spatiotemporal bursting dynamics.

Coordinated L5PN bursting represents a parsimonious correlate 
of awareness across various theories of consciousness (18, 19, 28). 
The results of this study are a natural application of Dendritic 
Information Theory (18, 19), where the coupling of apical and 

basal compartments of L5PN provided a mechanistic implemen-
tation for a phenomenal conscious experience. As all levels of 
cortical hierarchy have principally the same architecture with 
respect to L5PN and their interaction with the thalamus, both 
phenomenal consciousness—presumably related to posterior sen-
sory areas (1)—and access consciousness—related to prefrontal 
areas (26)—are supported through the same mechanism. In addi-
tion, many scholars have argued that the brain exploits critical 
dynamics, and we find alignment across various signatures of 
criticality and integrated information supporting the critical brain 
hypothesis (5). Further, the global–neuronal workspace theory of 
consciousness (26, 51) proposes that a consciously perceived stim-
ulus must pass an initial threshold, leading to an ignition into the 
neuronal workspace. Our results suggest that in the maximal Φ* 
regime, the admixture of bursts and spikes leads the system into 
a maximally responsive and susceptible state with rich information 
and communication of neuronal spiking (Fig. 4), all of which have 
been suggested as relevant for the integrated information theory 
of consciousness (1, 52, 53). Our theoretical analysis demonstrates 
a neuronal mechanism by which systems-level signatures of con-
sciousness can emerge in thick-tufted L5PN and emphasizes the 
essential role of the thalamus in mediating consciousness. As such 
our findings are consistent with many theories of consciousness 
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that outline the role of information, integration, and the thalamus 
(1, 3, 12, 18, 22, 23, 31, 54).

An inherent limitation of our model is that the three dendritic 
regions (apical, basal, and oblique) have biological interdepend-
encies not incorporated within our model. For example, basal 
dendritic spiking can elicit back-propagating action potentials 
distally along the apical trunk, adding to apical dendritic input 
(21). Another example is that the nonspecific thalamus also syn-
apses on the apical dendrites (23). Thus, the thalamus is poised 
to increase apical and basal coupling and enact upon the coupling 
forming cortico-thalamocortical loops that enhance apical–basal 
coupling (18, 27, 55). Further, various other mechanisms can 
modify the likelihood of thick-tufted L5PN bursting that have not 
been considered, such as adrenergic (56) and cholinergic (23) 
neuromodulation (57) or ephaptic changes in subthreshold den-
dritic voltages (58). Nevertheless, this simplified model captures 
the core concept of these biological implementations: demonstrat-
ing the benefits of coordinated dynamic switching between regular 
and high-frequency spiking (bursting). Future modeling studies 
can be readily devised to investigate these details and their impli-
cations for consciousness.

In conclusion, these features represent a functional microscale 
neuronal explanation for systems-level signatures of conscious 
awareness in the mammalian brain. Our findings indicate that the 
ability to transiently alter neuronal coupling from spiking to coor-
dinated and synchronous high-frequency bursting generates a 
spectrum of time-varying neuronal ensembles, spanning asynchro-
nous to repetitively coactive neurons. These dynamic neuronal 
ensembles facilitate maximal signatures of criticality and integrated 
information and thus could constitute a neural correlate of 
consciousness.

Methods

Thick-Tufted L5PN Network Model. The results in the main text were 
obtained via numerical simulation using a phenomenological quadratic adap-
tive integrate and fire neuronal model (34), which is a canonical reduced form 
of Hodgkin–Huxley neuronal dynamics (34), conserving key aspects of their 
original dynamics (i.e., spike generation and bursting) in a two-dimensional 
system of ODEs, with four dimensionless parameters that can be modified to 
recapitulate a range of spike adaptation dynamics that have been observed 
experimentally. Within the model, the somatic dendritic compartment deter-
mines the generation of the spike waveform and dynamics. The interaction 
between the apical dendritic compartments and the dendrosomatic coupling 
shifts the spike adaptation of the somatic dynamics between a mode of regular 
spikes and one of bursting.

First, we define the dynamics of the somatic compartment which generates 
the spikes. The somatic basal dendritic compartment was modeled by the mem-
brane equation,

 

with the after-spike resetting given by

where v and u are dimensionless in a form such that the membrane potential, 
v, and time, t, match empirical spike traces in millivolts and milliseconds (ms), 
respectively (59, 60). vr is the resting potential, and u is the recovery variable, 
defined as the difference between all inward and outward voltage-gated currents 
[this emulates the activation (inactivation) of potassium (sodium) ionic currents]. 

I is the input into the somatic dendrites from all presynaptic sources and external 
drive, and h is the somatic voltage integration step, which was set at 0.5 ms for 
the membrane potential and 1 ms for the recovery variable to obtain an opti-
mal balance between computational efficiency and accuracy when simulating 
Izhikevich neurons with Euler integration (61–63).

The parameter a represents the time constant of the spike adaptation current 
and is set as a = 0.02. The parameter b describes the coupling of the adaptation 
current (u) to subthreshold fluctuations of the membrane potential (v) and is set 
as b = 0.02, when b > 0 (<0), it acts as an amplifier (resonator). These param-
eters and the constants are set to biophysically match the spike properties to 
experimentally observed L5PN activity (see ref. 59 for further details). The param-
eters c and d represent the after-spike reset of v and u, controlling the voltage 
reset to model the effect of fast high-threshold K+ conductances and the slow 
high-threshold Na+ and K+ conductances activated during the spike similarly 
modulating spike adaptation as a, respectively. The parameters c and d are time-
varying and are modified by the dendrosomatic coupling, as detailed below.

In this paper, we studied a recurrent network of L5PN. The network consisted 
of N = 70 × 70 = 4,900   neurons with a toroidal grid topology (10 µm spacing; 
70 × 70) where afferent connections were made between neurons falling within 
a somatic dendritic tree radius of 200 µm (64). Total synaptic currents, I, into the 
somatic dendrites, is prescribed by I = Iext + s   , where Iext   represents the external 
input to the L5PN, such as lower-cortical feedforward and subcortical structures. 
This parameter was modeled as white noise ( �Iext

= 0 mV, � Iext
= 5 mV   ) to 

induce spontaneous activity (2 Hz mean firing rate). For a given neuron i, si   
represents the synaptic input from all afferent neurons. We utilized homogenous 
network connectivity utilizing a sum of two exponentials (i.e., Mexican-hat cou-
pling) to model the local excitation and lateral inhibition effects with a current-
based approach over conductance for computational efficiency (65). The total 
synaptic input into a neuron, i, is then given by si (t) =

∑
j

∑
kwij �

�
t − tk

j

�
,   

where δ is the Kronecker delta function and spikes at time tk   from all afferent 
neurons, j, are scaled by a synaptic coupling weight, wij , and summed. The synaptic 
coupling strength follows a difference of Gaussians or “Mexican-hat” function 
which recapitulates L5PN connectivity profiles (65) given by

wij =

⎧
⎪
⎨
⎪⎩

0 if dij>dmax or i= j

CEe
−

d2
ij
dE +CIe

−
d2
ij
dI , if 0<dij<dmax

⎫
⎪
⎬
⎪⎭ ,

where dij   is the geodesic distance between neuron i and j, CE = 21.5 and 
CI = CE ∕2 are the excitatory and inhibitory coupling constants, and dE = 10 and 
dI = dmax = 20 are the excitatory and inhibitory coupling ranges, respectively. The 
parameters used in the model are set such that the network is balanced, defined 
as 
∑
wij = 0 , i.e., the net synaptic coupling into each neuron is zero.

The somatic dendritic compartment of each neuron was coupled to its corre-
sponding apical dendritic compartment could transition the somatic dendritic 
compartment from a regular spiking mode to a burst spiking model (36), depend-
ing upon the apical activity and the dendrosomatic coupling mediated by diffusely 
projecting thalamus targeting oblique dendrites. The apical compartment activity, 
�i(t) , was modeled as receiving normalized white noise drive ( � = 0, � = 1 ) 
that was integrated over the previous 25 ms (66) and mapped to spatial cor-

relation by convolving activity with a Gaussian kernel, G�
(
dij
)
=

1

2��2
e
−
|dij|2
2�2  . 

The dendrosomatic coupling of the apical and basal compartments controls the 
neuronal spiking variables ci (t) and di (t) , following

 

with H as the Heaviside step function and Ih as the electrotonic leak-current, 
a function of the apical–basal dendrosomatic coupling β and thalamocortical 

dv

dt
= h

(
0.04v2 + 5v − u + I

)
,

du

dt
= h

(
a
(
bv − u

))
,

ifv ≥ 30,
{
v ← c(t), u← u + d(t)

}
,

ci(t) = − 65 + 10H

(
t∑

t�=t−25

�i (t
�) − Ih(�, �)

)
, & ,

di(t) = 8 − 4H

(
t∑

t�=t−25

�i (t
�) − Ih(�, �)

)
,
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specificity σ. This results in two conditions: If the apical activity does not 
exceed the electrotonic separation, then c = –65 and d = 8, and the neuron 
recapitulates regular spiking dynamics, such that when driven with constant 
input, the neuron responds with a short interspike interval (ISI) which gradu-
ally increases with input amplitude; in contrast, if the apical current exceeds 
the electrotonic leak-current, then, c = –55 and d = 4, which recapitulates 
intrinsically bursting spike dynamics, such that when driven with constant 
input, the neuron responds with bursting, followed by repetitive short ISI 
spikes (67). In the manuscript, we present results from Ih(� = 0) = −3 to 
Ih(� = 1) = 3 in 20 linear steps, and σ ranging from Ih(� = 1) spatially uncor-
related coupling to Ih(� = N) spatially correlated coupling in 42 linear steps. 
Thus, we ran 40 × 42 = 1,680 simulations, with identical temporal drive and 
apical input, prior to Gaussian convolution. We ran each simulation for 35 s, 
in timesteps of Δt = 0.5 ms and discarded the initial 15 s of simulation to 
avoid transient dynamics induced by initial conditions. The parameters were 
chosen based on original research that fit the spike profiles of regular spiking 
and bursting L5PN (34).

Integrated Information. Integrated information, Φ, is defined theoreti-
cally as the amount of information a system generates as a whole, above 
and beyond the amount of information its parts independently generate (1). 
Due to the complexity of the system and the large number of simultane-
ous activities analyzed, the calculation of integrated information is typically 
considered computationally intractable. Thus, we utilized an approximated 
measure, Φ∗ , calculated through mismatched decoding developed from 
information theory; see ref. 16 for a complete derivation of the method. 
Furthermore, we were still required to decrease the system’s variables and 
thus calculated the measure across repeated stochastic subsamples (68) 
of the neuronal activity ( Xt ) into 169 neurons repeated 100 times, and the 
mean Φ∗ is presented. Briefly, Φ∗ = I − I∗ , where I is the mutual information 
I
(
Xt−� |Xt

)
= H

(
Xt−�

)
− H

(
Xt−� |Xt

)
 , with H

(
Xt−�

)
 the entropy of the past 

states and H
(
Xt−� |Xt

)
 the conditional entropy of the past states given the cur-

rent state has about its past—at a time lag of τ = 1 ms, and I∗ (disconnected I) is 
the mismatched information that cannot be partitioned into independent parts. 
These are estimated by contrasting the full conditional probability distribution 
of activity, p

(
Xt |Xt−�

)
= p(Mt

1
, ⋯ Mt

m
|Mt−�

1
, ⋯ Mt−�

m
) , across M parts of the 

system against a mismatched partitioning q
(
Xt |Xt−�

)
= Πm

i=1
p
(
Mt

i
|Mt−�

I

)
 , 

where a system is partitioned into parts and the parts Mi are assumed to be 
independent. For our analysis, we considered the most straightforward par-
tition scheme, the atomic partition, in which Φ∗ is calculated assuming each 
neuron is independent. In this sense, the ‘atomic partition’ gives the upper 
bound of Φ because it quantifies the amount of information loss, ignoring 
higher-order neuronal interactions for decoding.

Firing Rate. To calculate firing rates, time was divided into dt = 1 ms bins, and 
a binary spike train, �i   was created for each neuron, i, equal to 1 if there was a 
spike in (t, t + dt), and 0 otherwise in units of spk/s.

Spike-Count Correlation. The spike-count correlations between neurons i and 
j were calculated using the standard correlation coefficient, r, calculated as

where Cov
(
�i(t), �j(t)

)
 is the covariance between the spike-counts of the two 

neurons Cov
(
�i(t), �j(t)

)
=
⟨(

�i(t) −
⟨(

�i(t)
)⟩)(

�j(t) −
⟨(

�j(t)
)⟩)⟩

 , 

where 
⟨(

�i(t)
)⟩

 denotes the temporal average ⟨ (�i (t))⟩ =
1

T

∑T

t=1
�i (t).

Sequential State Correlation. The sequential state correlation is the correlation 
across all sequential states, r(s(t), s(t + dt)) , where a state, s(t), is the sequence 
of neurons active at timestep t and dt = 1 (as above). This measure reflects the 
similarity of sequential activation patterns. Consistent r(s(t), s(t + dt))  of unity 
indicates robust neuronal ensembles, whereas r(s(t), s(t + dt)) ∼ 0 suggests 
independent neuronal activity.

Spatial Correlation Decay. The spatial correlation decay rate, ξ, is estimated 
by fitting an exponential to the spike-count correlation vs. neuronal distance, d, 
(calculated as) for each simulation:

where d is calculated on the spatial grid with unit distance between neighboring 
cells.

Susceptibility. Susceptibility, �� (69), is a signature of criticality that can be 
calculated as

where �S =
1

N

∑
i�i is the population spiking activity order parameter (46).

Metastability. Metastability (70), �� , measures the variability in the phase 
alignment order parameter between each neuron calculated as

where � =
1

N

∑
ie
i�i is the phase alignment order parameter between each neu-

ron with θi estimated from the firing rate using the Hilbert transform.

Communicability. Communicability, C =
1

N2

∑
i,je

Wi,j , where Wi,j is the normal-
ized weighted connectivity matrix estimated using the functional connectivity 

Wi,j = ri,j ∕
�√

ri
√
rj

�
 from the neuronal pairwise correlation matrix ri,j and the 

neuron strength 
√
ri =

∑
j ri,j . Communicability addresses the fact that despite 

two neurons not possessing a direct functional connection, if they share many 
neighboring functional connections, they should be regarded as closer together 
than the two weakly correlated neurons that can only be joined through a long 
chain of neurons.

Data, Materials, and Software Availability. All code required to reproduce 
the results in the main text are available on GitHub (www.github.com/Bmunn/
Layer5_Arousal) (71).
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